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Abstract

Open data has come of age with many cities, states, and other jurisdictions
joining the open data movement by offering relevant information about their
communities for free and easy access to the pubdispitethe growing volume

of open data, their useat been limited in planning scholarship and practice.
The bottleneck is often the format in which the data are available and the
organization of such data, which may be difficult to incorpomtexisting
analytical tools. The overall goal of this resdai to develop an open data
based community planning support system that can collect related open data,
analyze the data for specific objectives, and visualize the results to improve
usability. To accomplish this goathis study undertakes three reseasdks.

First, it describes the current state of open data analysis efforts in the community
planning field. Second, it examines the challenges analysts experience when
using open data in planningnalysis Third, it develops a new flowased
planning supprt system foexaminingneighborhood quality of life and health

for the City of Atlanta as a prototype, which addresses many of these open data
challenges.

1. Introduction

Data collection has historically proven totimae-consumingand expensive
(deLeeuw ad Collins, 1997; Krieger et al., 1997; Axinn et al., 2011; Bifulco

et al., 2014). With the development of new technologies and advanced

theories, several tools and algorithms have been developed together with new
data sources for improving data collectienhniques (Seo et al., 2008; Curtis

et al., 2013). For example, some algorithms in geostatistics, siayasian
maximum entropy, can produce maps of estimated future water usage based on
historical data and projections of future population density éted., 2010).
Similarly, with the help of satellite imagery amdage interpretation

technology, analysts can collect land cover data for several square kilometers



in a few hours, rather than doing field investigation that could take several
months (Karreli et al., 2008; Vittek et al., 2014).

Open data is attracting increasing attention in urban planning as new
innovative ways for using such data are being developed (Bonatsos et al.,
2013; Balena et al., 20]1Brench, Barchers, & Zhang017). Open datas
assumed to beonprivacy-restricted and nenonfidential datawhich can be
usedor distributedby publicwithout any chargélanssen et al., 2012). One
good example is the water database provided by the United State Geological
Survey (USGS). This database provides-tima¢ andhistoricalsurface water
groundwater and water quality data for all streams in the United States. It has
been used to estimate nutrient and bacterial concentrations in water bodies and
to help decisiormakers efficiently manage watershed resources (Christensen
et al., 2002). Anther example is the census database provided by the U.S.
Census Bureau. It offers characteristics regarding population and households
at different geographic scales, such as the census tract and the block group,
and hadeen useth myriad applications, s as in urban and environmental
modelingandpolicy assessments (Wang, 2008; Mennis and Dayanim, 2013).
However,the open data cannot be directly used without some preprocessing
because of the variation in data accurdogymat,and scale (Arentze et al.,

2007; Diesner et al., 2012).

While the domains of marketing or ecology have existing frameworks
based on open data formats, the field of urban planning does not, to date, have
a protocol for utilizing open data, specificallyr the type of analysis that
advances research (Reichman et al., 2011; Fleisher, 2008). Where such
protocols or frameworks exist, they usually address questions about open data
production rather thaopendata analysis. The users of sychtocolsare data
providers, rather than data analysts. Additionally, how open data can be used
efficiently has not been adequately explored in the urban planning literature.
Planning support systems3§) have been widely used for data management,
modeling and planning pport intheurban planningGeertman and Stillwell,
2003; Geertman et aR015. However, the data fdPSS areusuallyhosted
locally andhighly customizedhencedifficult to usefor otherpurposs.

Therefore, in this study, we particularly focus on examining an open data
based community planning support tool to demonstrate how open ddia can
usedin urban planning practices. We leverage prior work on the use of public
participation geographic inforation systems (PPGIS) to develop a tool that
people in the community can use to understand, modify and interact with



spatial data about their community within a geographic information system
platform (GIS).Additionally, the concept of flowbased programminigas

been introduceds a framework for the tool described in this pajies a
programming paradigmvhichwe expect will mak@pendata analysisnore

intuitive anduserfriendly. Theg o a | is toofobheempmofipooof
understandablesasyto-use, open dathased community planning support
tool.

The rest of the pap& comprisedf three sections. The next section
discusses the current state of the use of open data in planning practice and
scholarshipSectionThree documents the challenges analysts experience when
using open data in planning. In Section Four, a new open dafloanohsed
tool for examining neighborhood quality of life and health in the City of
Atlantaisexamineca s a potent i al Aproof of conceptd fo
in participatory planning. Finally, the article closes with a concluding section
highlighting the main findings and indicating directions that merit further
efforts.

2. The current state of utilization of open data

Severahationalandstate level legislations the U.Shave mad&on
confidential government data accessible for public use. The primary goal of
these legislations is ®ngagecitizens, businegs and otheprganizationsn
public-orienteddecision making processvia access to more transparent
public datasetsThe Open, Public, Electronic, and Necessary (OPEN
Government Data Act was enacted in 2016, which makes the open data policy
signed by President Obama in 2013 into (8ehatz, 2016)To date at least

36 states have passed various legislations requiring state wébgitevide

data across departmeiiidational Conferene of State Legislatures, 2016)
Additionally, public agencietave alsemphasizethe nedfor large private
firms, such adJber and Googldo releasesome oftheir data for public use
(Vaccaro, 2016)These mandatdgaveled to abundanimachine readable and
easy to accesspen data at national, state, awencity levek.

There are numerous sources of open data across different geographic scales.
Some sources are already widely known and intensively utilized by many
planning practitioners, while some others are less accessible due to technical



difficulties in both downloadlig and converting data given their unfamiliar
structure and format. In this section, we review and summarize the existing
sources for open data at different geographic scalesrfadionwide datasets

to state and city level data sourcése URL links fornational and state level
datasets can be found in Appendix A.

2.1 National Level Open Data

National level data provide information for all or most of the U.S. The
resolution of the data can vary by data source. For instance, the U.S. Census
Bureau prepar data for various topics for states, counties, census tracts, block
groups,and blocks.Because the datasets are available for all municipalities
and counties in the U.S., we consider it a national level data. A brief summary
regarding the national level open det@abulatedn Table 1.

Among all data sources, the most frequently used data pratities
national levels the U.S. Census Bureau. Most planners utilize this national
data source that contains demographic and ssminomic data aggregated to
different geographic boundarieslthough the website of the U.S. Census
Bureau provides a wetlesigned user interface for planners to download the
targeted data, it remains quite labor intensive to download, maintain, and
update the data for local planning purposes. Fortunately, 8ieGénsus
Bureau has already developed an application programming interface (API) for
users to access the Census Bureau data automatically. However, not many
planners are aware of this tool, and f@annersare equippeavith the
programming skills necessato take advantage of this application. The
primary formats of this data source are .csv and .xIs, rendering itugeite
friendly, due to the availability of software such as Microsoft Excel, SPSS,
and ArcGISwhich canmanipulate and analyze the data.

Table 1.National Level Open Data Source Summary

Data Data Data Obtaining Data

Source Content Resolution Method Format

Census Bureau Sociceconomic State Manually csv
Demographic County Download xlsx

Census Tract API shapefiles




Block Group

Block
Data Government Agriculture/ Business/ Climate/ State Manually csv
Consumer/ Ecosystems/ Educatior County Download xlsx
Energy/ Finance/ Health/ Local Census Tract pdf
Government/ Manufacturing/ Zip code shapefiles
Ocean/ Public Safety/ Sicence
Research
Google Data Place/ Elevation/ Street Views/ Most cities in U.S.  API Json
GTFS transit
Zillow Data Housing Household Units API xml
Walk Score Walk Score/ Transit Score Most cities in U.S.  API xml
Social Media Twitter/ Facebook/ Foursqure Most cities inU.S. API xml
Quandl Economic Most cities API Json
Earnings Company
Housing Aggregated
Wunderground Weather City API Json
Zipcode xml
New York Times  All types of News All over U.S. API Json

In addition to the Census Bureau data, we found many other sources that
provide datasets covering the majority of the nation. The largest data providers
are Google and different social media platforms, including Twigacebook,
and Foursquare. Googlegwides data by place, which includes hundreds of
placecategories such as elevation, street view, and a General Transit Feed
Specification (GTFS). Among these resources, planning practitioners may find
the placeinformation resources to be the most usd?laceinformation
resources offer location information about grocery stores, coffee shops,
schools, banks, etc., which may be critical in analyzing community quality of
life. For instance, it is quite easy toadyze howaccessibldresh foods are in a
certain community, using Google Place data. The Google GTFaudatiso
quite popular. The dataset is available in a standard format and provides
machine readable transit data for most WcHes as longs the local transit
system habeen uploadetb Google. The dataset includes information
regarding transit lines, stations, stops and headways/ service frequency. Most
recently Google worked together with some public transit agencies to develop
a reaftime extension for GTFS data, which provides-taak operation



information to the general publiPlanners may utilize these data to evaluate
transit service quality.

Social media companies alpmovidea great deal of open source data. Posts
on social mdia have timestamps and are tagged with geo locations, as long as
the user does not turn off the geolocation functiBosts cover diversified
topics about peoplebdbs daily Ilives, their tho
technologies, such as support vect@achines, boosting and random forest
trees, can all be used to extract targeted information from tvebetsins,
and posts on various social media platforms. Planners may wish to examine
attitudes toward plans, traffic conditions, and impressionstdbeuguality of
particularplaces as expressed in social medize data from social media
accumulate and grow over time but may require some effoprgiamming
knowledge to make use of the data.

Some other websites offer valuable data regardirgstate and the built
environment. For instance, Zillow, a popular real estate listing web&ites
updated property information for both sale a
downloadable data includeroperty sale records; house characteristics, such
as year built, theaumberof rooms, lot size, and square footage, as well as
someneighborhoodevel information, including nearby school qualigrime,
and risk of exposure to hazards. It is also possible to dowhistmtical
property data from Zillow, which makes longitudinal analysis easier. Walk
Score is another source that provides facts about the built environment. This
website estimates walk score based on accessibility to different types of
nearby facilities, roadetwaks, and population density. In addition to the
walk score, thevebsitealso offers transit scores based on GTFS data.

In addition to the above datasets, planners might use other national datasets
such as Wunderground and the New York Times. Wundergrdoanishstance,
hashistoricaldata about weather, which can be extremely useful when
developing plans relevant to climate change. The New York Times offers
archives of past news repgrtsaking it easier to look into theportant
historicalevents inceitaincommunities.

Those data sources can provide information at a comparatively high spatial
resolution. Many planning related studies have already attempted to use these
datasets in innovative ways. Google Street View has been used successfully in



a vaiety of studies assessing street features, including traffic conditions,
physical barriers, pedestrian safety, parkamivetravel infrastructures,

sidewalk amenities and presence of users. Rundle et al. (2011) audited the
built environment using Googlgtreet View. Odgers et al. (2012) captured
neighborhood level characteristics that could influence the life of children
using Google Street View. The results suggest that the measurements obtained
from Google Street View are reliable and eefective. Kelly et al. (2013)

hired graduate research assistantmanually extract a large amount of built
environment informatiofor both suburban and urban environments for public
health analysis. The built environment data obtained from Google are highly
accepable according to statistical tests. In sum, the emerging studies suggest
that Google Street View might serve as a reliable source for collectidpa
range of built environment datisladaio et al. 016 used Google Place data
and machine learningolsto developa modelnamedFirebirdto prioritize fire
inspectionsn Atlanta

Social media dathas also been widely used in many studies to describe
and understand the social dynamics of a city. Cranshalv (2012) combined

data from Foursquare and Twitter to classify

into different groups. The results were then compared with qualitative
interviews and focus group results. The comparison between the quantitative
and qualiative results revealed that social media could be a powerful tool to

reflect subtle changes in neighborhoods.

activity pattern changes as they responded to variations in policies,
developmentsand resources. Friddartinez and Friadartinez (2014)
proposed using geographically tagged tweets for urban land use detection.
Their classification results, based on Twitter information, were subsequently
validated by official land use datasets

Walk Score data and calculation methods have takuatedby several
empirical studies (Carr et al., 2010; Duncan et al., 2011; Hirsch et al., 2013).
Some studies introduced Walk Score into the traditional hedonic model to
argue that people are willing pay for a walk friendly environment around
their homes (Cortright, 2009; Pivo and Fisher, 200\hile there is potential
to conduct longitudinal real estate price change studies using data from both
Walkscore and Zillow, few studies have taken advanthgjeese datasets
beyond simple derivation ¢fousehold characteristics (Balu and Hurin, 2013).
Although there are currently heated debates over the quality of Zestimate, the

The



property value estimates provided by Zillow, the general qualibhpo$ehold
characteristialata that they provide are considered acceptable for analysis and
can be used by planners (Wu et al., 2009).

To conclude, many national level open data sources in addition to U.S.
Census Bureau data have alrebdgn widely useth many acadaic studies.
However, their use in addressing the +watld planning problems have been
limited.

2.2 State Level Open Data

Many states have already developed official open data websites for users to
accesstatelevel open data. Almost all states proviolgenaccess to data to
comply with governmentdtansparency protocol$he governmentelated

data usually includeinformation on funding distribution and financial reports.
In this study, we did not consider states that only have limited data dealing
with budgets and expenditures. A total ofsiéfXesvere identified to have

more extensive open data portals, whach tabulateth Figurel.

As may be expected, there is wide variation among states in the extent,
resolution, and format of open datBesides government and transparency
relateddata, most of the 20 states with open data portals provide data for
health and human services, edumatitransportation, business and economic
developmentenvironmen@nd natural resources, and public safaty
illustrated inFigure 1 Meanwhile, some other types of data, such as
demographic; agriculture; cultural, recreational and tourism; and technology
also receive some attention at the state level, depending on thélstagver,
there idessdataavailable fortracking urban utilityservicesbusiness licenses
and permitsThe organization of data acrastates is not unifornrSome states
list items such as permits and weather as independent categories while other
stategend to move this type of data under an umbrella category, requiring
users to dig further into the websites. Additionally, some states provide a
wider range of data, while othstatesare stillatthe initialization phase of
website developmenas showrin the leftcolumnof Figure 1 For instance,
States, such as California, Maryland, and Missouri, tend to have data available
across various sectors. While, sootkerstatesonly provide data covering
less than fivaattributes. In all, there seems to be a trend for more transparent



and datadriven government that is willing to open its data sources for public

scrutiny.
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Figure 1. State Level Open Data Summary



Many state data portals provide APIs for developers to access data remotely. For instance, New York
offers 28 APIs, and California provides nine APIs to help users navigate their datdsets.APIs
makes it easier for users to track, maintain and upbatdata

2.3 City Level Open Data

Many cities have already taken the first stemakedatasets open and available online, regardless of
whether they have an open data policy. The U.S. Open Data Ghtipuguscity.census.okfn.ordy/

powered by the Open Knowledge Foundation, has a comprehensive list of open data available for various
cities. The census calculates open data score for each city based on data quality, availability, and license
conditions.The census evaluatdatafrom 19attributes, such asisses, budges, crime,andzoning

Currently, this census provides information for up to 94 cities, with a total of 761 datasets. Approximately
25% of these datasedse open online. The census also provides a limited evaluation of the data quality
available at the city level. For instance, some data on public safatyaitableonline. However, the

guality of data thaareuploadedmay turn out to be dramatically different from one city to the next. For
example, some places publish a map on the distribution of crime, whileptabegprovide GIS

shapefiles showing the typecation,and timestamp agrimes by typeThe machingeadable data, like

GIS files, provide more information than the static image file, and therefore, more useful for data
analysis. In addition to machine readability, the U.S. Open Data Census also assesses data quality based
on data cost (some places chdaeparcel data and zoning data) and whether the data is up to date.

Based on the open data cendNsw York City and San Francisco are top tier cities for open data, as
their scores are much higher than the rest ofdp&0 cities(See Figure 2)However, it musbe noted
that this census is crowsburced, indicating that the results depend heavilysmple who provide the
information about data resources to the census. If the information provider is not familiar with certain
datasets provided by a city, then the results ot&msusnay not becompletelyup to date. However, the
censuffers a platform to encourage the open data movement at the city level.

Figure 2. Top 10 Cities with the highest open data sdsoairce:http://uscity.census.okfn.org/
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3. The challenges in open dathased tool development

Although open data across geographic scales have alveadywidely useth several academic fields,

some barriers still exist that limit planning practitioners from utilizing open data. Open data accessibility
is a big concern, particularly for some oatal level datasetsligh-resolutionnational data arextremely

large rendering it difficult for users to download entire datasets. Often, data providers do not allow the
manualdownload. For instance, the U.S. Census Bureau does not offer a linkseredownload all the
datathey have. For this type of large dataset, users need to providempeorécinformation regarding
thespecificscope of data they aleoking for. The U.S. Census Bureau offeraserfriendly interface for
planners to creat@bles by topic and geographic location. Unlike the U.S. Census Bureaumwhjose
purpose is to provide data to the general public, many national level data providers only provide an API
for users to download the data. The use of an API for data doweriatbre complicated than hitting a
download button since a programming background is needed to write scripts for scrapindeagéa
batchesThis hurdle limitsthe use of open data thaeonly accessible via APls. However, it is important

to note that once a script is developed to download data using an API, the download process can be
automated, which make it easier to update and maintain the data. Therefore, it will be of great value for
planners if an application cdre developeébr accessing open data using APls.

The second challenge in using open data is that most planners are not equipped to procgsEnsome
data sources and formaEor instance, it is quite hard to process Googjleed View and social media
data without expertise in image processing and data mining machine learning models.

Third, most data downloaded with APIs are formatted into .json and .xml files. These data storage
structures are not welinown to planners. Th&P| accessible data are formatted using uniform code so
that they can be transferred via the internet in a more efficient manner. Unlike the conventional Excel
spreadsheet gkSCll data, these types of data tande highly machine readable but are eedily
interpreted in the same way as raw text or numbers. Therefore, it is critical for planners to learn how to
work with this form of data for their analysis and communication.

Finally, there are always some geographic unit mismatch problems. Focsmystame datare
available at the census tract level while others are available at the zip codedsveler,planners are
usually interested in community and neighborhood level statistics. Reconciling data among two different
geographic units requires simplifying assumptions about how the attributes of taeedfistributed
within each geographic entifguch ahomogeneoudensity within the spatial unit). Additionally, some
dataarenonspatial and cannot be géacated for neighborhoedased analysis.

4. Finding solutions through open databased tool development

We developed a webbased application named Fldyased Planning Support System (FPSS) to address
some of the challenges in usiogendataand provide an intuitive tool for indicator creation and

visualization. Currently, the pilot application can visuatizégghborhood characteristics of Gay of

Atlanta at the neighborhood planning unit (NPU) level using two inditks quality of life index and

the quality of health index. The application demonstrates how the impact of planning decisions can be
visudized with the help of a platform that offers several options for examining neighborhood
characteristi cs t hhedlthodidomes and quglity affift.e ct r esi dent s o

The proposed FPSS system has two primary components: 1)-ar@hokhich helps to collect and
refine data obtained from various open sources; and 2) agnoihplatform, which includesvartual
sandboxor index calculation anddsualizerto visualizethe index constructed or selected by users. In
contrast to other planning support systems, the F
datasets. Instead, the system automatically collects, updates, manages, and cleans data from various open



databases in the backend. To be more specific, FPSS downloads data using either available APIs to
existing data sources or from published URL links to the open data sources. Teathgchcesses then
re-aggregate the open data to the desired geograpligcselected by users. The reaggregated
data/variables are then ready for use in the femlvirtual sandboxthereby saving a considerable
amount of time on data collection and cleaning processes. Given that, at the moment, many useful
datasets are awailable from open sources, the users have the option to upload their own datasets.

The FPSSirtual sandboxserves as a platform for users to define a study area, the geographical units,
and select variables that are prepared and aggregated in thendadihe selected data can be used to
construct composite measurement indices for exammelagionshipsand assessing effectiveness of
potential planning decisions. The measurement indices are generally constructed from-basetiee
framework using different variables and aggregated indicators. For instance, the health index for the
Atl antads neighborhood planning unit | Suvlkel i s cal
framework uses two levels of attributes and differengis to generate the aggregated health condition
of the neighborhoods. The calculation process itself can be burdensome. When the lower level variables
are updated, the calculation fuigherlevels in the branch of that tree neéalbe computed again to
update the final neighborhood index. Additionally, when the structure of the index is more complicated
than the neighborhood health index example in Figure 1, the data collection effort will occupy significant
amount of time and hman resources, which often are luxuries in many public sector and planning offices.

Figure 3. Example Framework for Composited Neighborhood Health Index

To address the challenges mentioned above, the WRE8& sandboxs designed to help construct,
manage and update the tte@sed composite planning indices more efficiently and intuitively. The FPSS
virtual sandboxadopts a flow and graphic based index construction platform, which visualizes the
structure of the intended index in real time, as shown in F@gurbe users can conveniently add/remove
variables by dragging the variables and operators into/out o&ttthex. Before using thértual
sandboxusers need to first identify study area and geographic units, by selecting the corresponding states
or cities from the drop down menu in the AStudy A
The geogaphic units available for selection includes state, county, zip code, neighborhood, neighborhood
planning unit, census trad¢tlock groupand block. After determining the study area, the corresponding
available variables collected from open sourcedatdw be updated in the fADat aod
start to construct indices by dragging avail abl e
from ATool svwrtuadsandbolamred. All the vaeables and tools will be visualized asnod
icons in thevirtual sandboxwith corresponding variable names and tool information. The current
activated tools include addition, multiplication, subtraction, and assigning weights or constants. The
variables and constant nodes can be joined togeyheam bddition or multiplication tool node in the
virtual sandboXby dragging the nodes close to other relevant ones. The successfully connected nodes will



